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Abstract

Interdisciplinary approaches are of growing interest in Biology, as they allow to address very di-
verse questions, with new and complementary means. To face specific problems, many different
modeling techniques are developed, a remarkable number of which are originated from Physics
or applied Mathematics. This pre-thesis report proposes a brief overview over important mod-
eling methods, inspired from current research carried out in the Institute for Quantitative and
Theoretical Biology, at Heinrich-Heine University. Each of these techniques is discussed in terms
of its domain of application, advantages and limits, together with examples. A selection of four
well studied modeling approaches are exposed, ranging from data-driven procedures and static
methods, such as flux balance analysis, to deterministic differential equation based models and
stochastic algorithms. Following this overview, the main topic of the forthcoming Master thesis is
introduced. This includes working with, and extending, a model for the enzymatic degradation of
lignocellulosic agricultural residues, from maize plants. The approach will be based on stochastic
simulations, precisely a Gillespie algorithm, to mimic, n silico, the saccharification of a three
dimensional cell wall microfibril.

Keywords: theoretial Biology, modeling methods, stochastic simulations, cell wall,
saccharification.



Contents

1__Data-driven: Bioinformatics| 4
(1.1 The methodl . . . . . . . . . . e 4
[1.2  Example: analysis of genome similarity between phages, prophages and bacteria) . 5

[2  Static: flux balance analysis| 6
2.1 The methodl . . . . . . . . . e 6
[2.2  Example: analysis of a genome-scale model| . . . . . . . . ..o 00000 7

[3 Deterministic: ordinary differential equations| 10
BI Themethodl . . . . . . . . . . . 10
[3.2  Example 1: the Lotka-Volterra equations| . . . . . . . . ... ... ... .. .... 11
[3.3  Example 2: molecular dynamics| . . . . . . ... 0oL 12

4__Stochasticl 13
[4.1  Monte Carlo algorithms| . . . . . . ... ... ... ... ... . 13

4.1.1  Themethodl . . . . . . . . . . 13
[4.1.2  Example: estimating 7w | . . . . . . . ... Lo 13
4.2 The Gillespie algorithm|. . . . . . .. .. .. ... ... o 14
421 Themethod . . . . . ... . .. . 14
[4.2.2  Example: lignocellulose degradation|. . . . . . .. . ... ... ... .... 15

Il  Modeling lignocellulose degradation| 16

I Scientif od =0 l 16

2__Plant material structurel 16
2.1 Multicellulard . . . . . .. o 0 16
2 Cellwalll . . . . . . . 17

[3 Cell wall composition| 17
B.1 Cellulosel . . . . . . . . 17
3.2 Hemicellulosel . . . . . . . . 18
3.3 Lignin|l . . . ... 19

[4  Degradation and enzymatic activity| 19
[4.1  Lignin treatment| . . . . . . . . . .. 19
M2 Saccharification] . . . . . . . . . .. 19

ETI o ]  simulations 20

LV __ Conclusionl 21



Part 1
Introduction

The aim of research in theoretical Biology is to understand the inner workings of biological pro-
cesses on a fundamental level, and from this to formulate accurate predictions leading to the
design of experiments and applications. Hence, theoretical Biology tends to complement exper-
imental research by offering new perspectives. Also known as modeling, this vivid topic may
involve simulating biological systems in silico, analyzing large amounts of experimental data and
building analytical theories to predict measurable phenomena.

Many established techniques originating from other scientific fields, like Physics or applied Math-
ematics, can be applied or even extended here. In fact, depending on the topic, the scientific
questions, and the available data and biological knowledge, a model usually requires a very spe-
cific sort of approach. This document is meant to provide an overview over some of the most
important and routinely used modeling techniques, which are presented here following four cate-
gories.

Models which mainly focus on the analysis of experimental data are investigated first. These are
part of the field of Bioinformatics and include topics such as proteomics, transcriptomics and
genome comparison between organisms.

Next, flux balance analysis, which is an important tool for the analysis of genome-scale metabolic
networks, is considered, as an example of static models.

Some of the most useful modeling techniques, which are widely used across theoretical sciences
in general, are deterministic algorithms, based on ordinary differential equations. They can be
applied to a vast amount of problems and simulate the dynamics of a system according to equa-
tions defining its behavior.

The last types of models presented here are the ones based on stochastic algorithms. They allow
to represent systems in silico and mimic their behavior without describing them with equations,
but by instead evolving the system following a potentially very large number of steps.

In order to provide some further insight, each of these four modeling approaches is accompanied
by examples.

The example presented for the stochastic modeling approach is the one of the forthcoming Master
thesis, which will follow the completion of this report. The project, which will focus on simulat-
ing the degradation of a plant cell wall microfibril, is further described in the last part of this
report. There, an overview of the scientific and industrial interest is provided, as well as the
detailed structure of the plant material, a description of the enzymatic degrading agents, and a
conclusion, which introduces the numerical model to be developed in the Master thesis.



Part 1T
Models

A model is usually a simplified representation of a process or a system. In essence it is created
so that through it questions can be answered and predictions can be made. In this section, four
different modeling approaches are devised.

1 Data-driven: Bioinformatics

The diversity of living systems is extreme. As of 2011, the number of different species of eukaryotes
alone was estimated to be roughly (8.7 & 1.3) million [I]. These, in turn, may each contain
thousands of genes in their DNA. As a result of this diversity, when studying living systems, one
often ends up with vast amounts of data. Analyzing them and retrieving useful information has
become a field in of itself: Bioinformatics.

1.1 The method

Bioinformatics is applied in a wide range of areas. Some of the most important are the following

[2]:
e Phylogenetics: the study of evolutionary relationships between genes and organisms.
e Omics: the characterization and quantification of biomolecules.

e Systems biology: the exploration of biological systems by studying the interactions be-
tween their components.

e Functional annotation: the characterization of genes and their function.

e Protein structure prediction and homology modeling: the study of the relationship
between amino acid chain composition and the resulting three-dimensional conformation.

e Sequence alignment: the analysis of similarities between two or more DNA, RNA or
protein sequences.

The methodology between these areas is diverse. However, a common theme in each approach is
the processing of large amounts of experimental data into understandable quantities or structures.
This can also be helpful if a system is not yet describable in terms of known properties, which is
for instance apparent in the area of protein folding simulations. Currently, it is still an unresolved
issue to accurately describe the folding process of an arbitrary amino acid chain and from this
to predict its tertiary structure. Here, approaches using machine learning algorithms fed with
large amounts of experimental data are gaining popularity [3]. In these, the amino acid chain of
the unknown protein is compared with those of cataloged ones whose three-dimensional structure
is known. From this, a probable tertiary structure is predicted. While these algorithms do not
provide a mechanistic explanation for the folding process, they may be able to accurately predict
the functional structure, and provide useful information in terms of protein engineering.

One of the main challenges when working with large datasets is to find patterns indicating pos-

sible correlations between phenomena. If the data originate from multiple sources, the aspect of
processing them into a comparable form can be a source of further difficulty. This is an active area
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of research and there are many projects, for example in genomics and proteomics, which focus
on building centralized databases [2]. Their goal is for any researcher to be able to obtain data
annotated in a standardized fashion. This ensures effortless sharing, discussion and extension of
the data ressources.

The transition from Bioinformatics to other types of models originates in the fact that the data
alone usually do not allow for a mechanistic model, which can explain observed phenomena. The
field is meant to build a strong foundation and guidance from which to develop such types of
models using other methods.

1.2 Example: analysis of genome similarity between phages, prophages
and bacteria

An example of a data-driven approach can be found in the Master thesis project of Thomas
Wenske [4]. It focused on the analysis of the genetic similarities in a large network of phages,
prophages and prokaryotes. This type of research is motivated by the increasing finding of bac-
teria which are resistant to multiple antibiotics. Hence, phage therapies are investigated as a
promising alternative treatment. To achieve this, it is necessary to fully understand the genetic
correlations between viruses and bacterial cells.

The network presented in the Master thesis includes data obtained from more than 8 000 prokary-
otic plasmids and over 10 000 chromosomes. Organisms are grouped into clusters based on genetic
similarities. As a part of that project, the network can be visualized as a graph-representation
(see Figure [1]).

i

Figure 1: A graphical representation of the biological network from [4]. Genetic similarities between organisms
are shown as clusters and edges. Phages are shown in blue, prophages in green and bacteria in red.

The analysis of these types of networks provides new insight into the relation between different
organisms. It can also serve as a basis on which to formulate approaches towards influencing the
interactions between them.



2 Static: flux balance analysis

Once there is enough data on a system, a model describing its properties can be built. However,
the data available may at times not be sufficient yet for formulating this in a dynamic fashion.
A common example for an alternative to such dynamic approaches, in the area of genome-scale
metabolic models, is the so-called flux balance analysis method [5].

2.1 The method

Genome-scale models are meant to simulate a whole metabolic pathway or even an entire or-
ganism. As a result, they include many types of coupled chemical reactions and metabolites.
These include so-called exchange reactions, which represent the import or export of metabolites,
as well as reactions inside the system, which produce or consume the exchange metabolites and
other intermediates (see Figure . As an example, a commonly used genome-scale model for
Escherichia coli contains 1805 distinct metabolites and 2583 reactions [0].

Carbon
source

H,0

Figure 2: Sketch of a genome-scale system of a biological cell. The arrows originating from or leading outside of
the cell represent exchange reactions, while the arrows, which are entirely inside the cell, correspond to intracellular
reactions. Adapted from [7].

To perform dynamical simulations with systems of this scale and level of detail, one would en-
counter two substantial difficulties:

e First, computationally speaking, solving a partially coupled system of thousands of dynamic
reaction equations is rather expensive.

e Second, all of the equations require empirical parameters, such as reaction rates, for many
of which there is no available experimental data.

The flux balance analysis approach bypasses both of these problems by making two assumptions:
steady-state conditions and optimization of the fluxes towards an objective. As a consequence,
this formulation is meant to assume a static system and not to simulate dynamics.

The first assumption drastically simplifies the approach. Instead of looking at the reaction-driven
time evolution of metabolite concentrations in the system, the overall metabolite concentrations
are assumed to be constant, and the flux of each reaction at steady state conditions is investigated.
This alleviates the need for knowing all kinetic parameters and makes it possible to formulate the
problem as a system of linear equations:



Here A denotes an M x N stoichometry matrix, which contains the stoichometric coefficients for
all M metabolites regarding the N reactions of the system. ¢ is a vector containing the (unknown)
flux value for each reaction.

Since most reactions only contain a small number of metabolites (m < M), A is usually a so-
called sparse matrix, which makes solving the system computationally relatively inexpensive. A
remaining problem is the fact that the number of reactions N, and therefore the length of o, is
usually larger than the number of metabolites M. The system then contains more unknowns than
equations and does not have a unique solution. While this is partially reduced by imposing lower
and upper boundaries on the flux of each reaction, one still ends up with a range of solutions,
named constrained solution space.

This is when the optimization assumption comes in. It is based on the postulate, that the biolog-
ical system is optimized towards maximizing or minimizing certain reaction fluxes. A common
example of this is the maximization of the so-called biomass function. This is a reaction included
in genome-scale models of entire organisms, which acts as a measure of cellular growth. Impos-
ing the constraint of maximizing the biomass reaction’s flux significantly reduces the size of the
solution space, such that discrete solutions can be selected.

Once a solution is found, it can be analyzed extensively: of particular interest are the exchange
reactions, which define influxes and outfluxes of metabolites such as carbon sources, oxygen, car-
bon dioxide, etc. (see Figure [2).

Usually, solutions are generated many times using different constraints, such as different flux-
bounds for certain influx reactions (see section I112.2).

As mentioned above, the flux balance analysis method has a number of advantages, mainly the
significant reduction of computational effort compared to dynamic models, and the reduced need
for specific experimental data.

These advantages are however balanced by some trade-offs. The first one lies in the fact that
the assumption of steady-state conditions does not always reflect experimental conditions. More
significant than this is the assumption that one knows the goal towards which the system is opti-
mized. For example, not all organisms behave in a way that maximizes their biomass production
rate. Finding the form of the objective function, which best describes a specific system, is a
significant difficulty when using flux balance analysis.

2.2 Example: analysis of a genome-scale model

To provide an example of the application of the flux balance analysis method, some data on my
previous and preliminary project, regarding the analysis of a genome-scale model of Escherichia
coli [6], are used.

First, the behavior of the model for different influxes of a carbon source, namely glucose, was
studied. The glucose influx was increased incrementally and for each step the in- and outfluxes
of the system were measured. Some examples of in- and outfluxes can be seen in Figure [3]



Carbon source | Carbon atoms | Degree of reduction per carbon
Glucose 6 4

Arabinose 5 4

Sorbitol 6 4.3

Succinate 4 3

Table 1: The number of carbon atoms and the degree of reduction per carbon atom for four carbon sources,
which were investigated as part of my analysis of a genome-scale model of Escherichia coli [0].
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Figure 3: In- and outfluxes for some metabolites, as well as biomass flux in a genome-scale model of Fscherichia
coli [6] at varying glucose influx.

As can be seen in Figure [3] the relationship between incoming glucose and produced metabolites
such as COy or ethanol is linear only within specific glucose influx intervals.

The main goal of the project was to analyze thermodynamic properties of Escherichia coli cells
with regard to the efficiency of substrate metabolism. As a part of this the ratio between carbon
used for catabolism (energy supply) and anabolism (growth) was investigated for four different
carbon sources, which are listed in table [T}

To analyze each carbon source, the fluxes of the exchange reactions were set such that carbon
could not enter the system from other sources. Then the influx of the source investigated was
incrementally increased similarily to the increase of glucose in Figure [3]

The comparision between catabolism and anabolism was done by assigning all carbon atoms
entering via the carbon source to either one of the two sub metabolisms. The carbon used in the
biomass reaction was attributed to anabolism. As the degree of reduction of biomass, roughly 4.9
per carbon atom, is usually higher than that of the carbon source, some of the available carbon has
to be oxidized in order to produce biomass. Hence, to maintain the degree of reduction balance,



the carbon of part of the produced CO5 was also attributed to anabolism. Any remaining carbon
was attributed to catabolism, and the fraction used for anabolism for four different carbon sources
was recorded in Figure [4]
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Figure 4: Fraction of carbon used for anabolism for four different sources, whose influx values are increased. For
better comparability, the influx is shown in terms of carbon units.

As can be seen in Figure [4] the four carbon fractions behave similarily for low influx values, but
slightly diverge for higher ones. In addition, for all sources investigated, the fraction of carbon
used for anabolism is much lower at high influxes than at low ones.



3 Deterministic: ordinary differential equations

In contrast to the previous models, dynamic deterministic algorithms belong to the category of
those which simulate the time evolution of a system. They often work on a basis of one or more
ordinary differential equations (ODEs). Solving such a model’s equations provides, usually, a
continuum of solutions, which distinguish themselves through their sole dependence on initial
conditions. Once these initial conditions are specified, the dynamics is completely defined, and a
unique solution can be found. In particular, this means that, excluding digitization and numerical
errors, any simulation run with the same starting parameters results in exactly the same outcome.

3.1 The method

As any model, equation based models may provide a simplified, coarse-grained, description of a
process, for example in cellular growth laws [§]. In the latter example, detailed mechanisms are
left out in order to reduce complexity and computational cost. In other cases however, exact
interactions on the molecular level are of interest [9]. Then, the resolution, and as a result the
complexity of the equations, is scaled up to atomic precision. Conversely, the size of the system
itself is limited to very small systems. The complexity of many ODE-based models ranges between
these two extremes.

Some simple systems of ODEs can be solved analytically. However, the complexity of the equation
set very quickly increases as more realistic details are included, and numerical approaches are
required in the vast majority of the research level cases. These numerical approaches need to be
evaluated based on the relation between accuracy and computational cost. The importance of
this aspect can be appreciated when examining the Euler method, one of the simplest numerical
algorithms for solving an ODE. Consider the following ordinary differential equation:

dz(t)
dt

with aeR. The Euler algorithm proposes discretizing the differential operation on the lefthand
side via a finite difference approximation:

= ax(t)

dz(t)  @ng — 2,

dt ot

Here, z,, = z(t) and z,41 = z(t + 0t), with 6t < 1. The resulting expression can be rearranged
to provide the value of x,, if x,, is known:

Tpil Ty +a-0t-x,

If initial conditions are known, the time evolution can, in principle, be simulated with low com-
putational effort. The trade-off lies in precision and stability. During each time step, the finite
difference approximation leads to an error on the order 6¢2. As this accumulates, the numerical
solution deviates further and further from the analytical one. This can be seen very well when

comparing numerical solutions of the simple harmonic oscillator equation: m‘fT;” = —kx, with its
analytical solution: z(t) = A - cos(\/% -t+ ¢), where A =1, k=1 and m = 1 in this example

(see Figure [5).
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Figure 5: Difference A between the analytic solution and numerical solution of the simple harmonic oscillator
generated via the Euler algorithm. Each curve represents a different size of integration time step.

Other numerical methods exhibit more precision, for example the Runge-kutta algorithms, which
use multiple positions within the interval [t, ¢ + dt], leading to a more precise value for x,; [10].
These numerical algorithms are more expensive in computational cost however. Since the com-
putational cost increases strongly with rising accuracy, the solution method for each system must
be tuned to the available computational power and the research interest.

As mentioned earlier, ODE-based models are relevant to tackle very diverse real systems which
can have a wide range of structure and complexity. To illustrate this, two examples are considered.

3.2 Example 1: the Lotka-Volterra equations

The Lotka-Volterra equations provide a simplified way to describe the population dynamics of
predator-prey interactions, for example wolves and rabbits. They represent a continuous approx-
imation of a discrete problem and read as follows:

d
d—f:ax—ﬁxy
Y ey
ar y—=Y

where x represents the number of prey and y the number of predators in the system. « parametrizes
the growth rate of the prey, v the starvation rate of the predators, and S and § describe the ef-
fects of the interaction between the two species on the corresponding population. The solution
for non-zero and non-negative parameters results in a periodic evolution of the two populations,
where the predator population evolves phase-shifted in relation to the prey (see Figure @
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Figure 6: Time evolution of the prey and predator populations in the Lotka-Volterra scheme. Parameters were
set as follows: a =2, 8 =3, v=1,0=1.

3.3 Example 2: molecular dynamics

Molecular dynamics (MD) simulations are of interest when high resolution is required. As the
name suggests, they simulate the dynamics of a system by solving Newton’s equations of motion
at molecular, or even atomic, level. This technique enables very detailed analysis of molecular
interaction processes, for instance in the structure of proteins (see Figure @

Figure 7: Visualization of an MD simulation of a protein in aqueous solution [9].

One of the downsides of MD simulations is their extremely high computational cost. The system
from [9] contained roughly 50000 atoms. Computation of only 1ns of its dynamics took 4 days
at the time of publication, corresponding to timescales different by 14 orders of magnitude. The
relationship between the system size and the interval of real time which can be simulated is
therefore bounded by the currently available computation power.

MD simulations are also limited when dealing with systems where the particle number is not
constant. Since the dynamics is based on physical equations, the process of adding or removing a
particle is often not physically valid, which leads to inconsistencies. When facing such difficulties,
one could rather consider stochastic approaches, which will be discussed in the following section.
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4 Stochastic

Some processes, for example the rolling of a die or the radioactive decay of an atom, cannot be
described accurately by deterministic models, because they contain some inherent randomness.
However, even though the exact dynamics of the system cannot be modeled, its average behavior
is often of interest. It can also be that the computational cost of using an ODE-based approach is
too high. These points support the use of stochastic models, and two common types of algorithms,
Monte Carlo and Gillespie, are described below.

4.1 Monte Carlo algorithms

Monte Carlo algorithms are some of the first stochastic algorithms [11] and possibly the most
common.

4.1.1 The method

The specific method varies, but the main point is stepwise sampling of random values from a
distribution of system states.

To put this in less abstract terms, consider the problem of finding the minimum of a function. A
simple Monte Carlo algorithm would entail randomly picking and comparing function values from
a given interval. If at each step the minimum is set as the smaller of the previous and current
function value, a value close to the actual minimum is reached after a sufficient number of steps.
A more refined Monte Carlo algorithm can also include biases towards certain system properties.
In the present example this could mean investigating the gradient of the function at the point
picked and chosing the next point accordingly. While this may lead to finding a minimum faster,
care needs to be taken to avoid local minima, i.e. by allowing the next value to be chosen in a
sufficiently large interval.

4.1.2 Example: estimating m

A Monte Carlo algorithm can be used to obtain an estimate of the value of m. The basis of this is
the ratio between the area of a circle (denoted A.;qc) and the one of a square (denoted Aggyare),
where the diameter of the circle is equal to the length of the sides of the square (see Figure .

wd T

lcm

Figure 8: Sketch of the system used to calculate 7.

This obeys the relation

Acircle ™

=1 (%)

Asquare

The lefthand side of equation [4|is also the probability of a randomly chosen point on the square
to be inside the circle. If N points are randomly chosen, and N, is the number of these which are
inside the circle, then
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Equation k4 can be used to approximate the value of m by sampling a large number of random
points, checking whether they are in the circle and calculating the ratio Nﬁ N needs to be
sufficiently large here, in order to increase the accuracy. Figure [9shows results from a simulation
during which N was increased in a domain from 100 to 500 000.

Difference between n and simulation value

-0.02 1 I I I
0 100000 200000 300000 400000 50000C

Number of samplings: N

Figure 9: Difference between the value of 7w provided by the cmath C++ library and a value obtained from a
Monte Carlo simulation for different numbers of samplings: N. Each simulation value of 7 is an average over 10
simulation runs.

For each number of samplings N, the value of m was calculated over 10 simulation runs. The
resulting average value of the 10 runs was then compared to the 7 value saved in the cmath C++
library. As can be seen in Figure [J] initially the error drops quickly, but then it levels out. Since
the computational cost also increases with N, this is a good reason for choosing a cutoff value,
also allowing to estimate the error resulting from the numerical strategy.

Another important aspect of sampling also becomes apparent here: the generation of random
numbers. Computationally generating a truly random sequence of numbers is impossible. There-
fore, pseudo-random numbers are actually generated instead. There are algorithms, initialized
by a seed value, that return a sequence of seemingly uncorrelated numbers. While these are not
truly random, they are usually sufficient. From a practical standpoint, being able to use the same
sequence of "random” numbers multiple times by using similar seeds can help investigate and
eliminate errors.

4.2 The Gillespie algorithm
4.2.1 The method

The Gillespie algorithm can be viewed as an extension of Monte Carlo algorithms [12]. Yet, it
contains two key differences.

The first one is the fact that at each step the list of changes (also called reactions), which are
currently possible within the rules and restrictions of the model, is updated. The new change to
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be made during the step is then randomly picked within this list. As a consequence, all changes
selected can, for sure, be performed. This is different from the situation in regular Monte Carlo
algorithms, where the randomly selected change is attempted but not always doable. A way to
visualize the difference is to consider the so-called Totally Asymmetric Simple Exclusion Process
(TASEP). It consists of a gas of hard sphere particles that move on a one-dimensional lattice. As
depicted in Figure [I0] particles enter the lattice at a rate « from the left and exit at a rate 3 to
the right, while particles in the lattice move to the right at a rate v. Movement towards the left
is not permitted, and a particle can only move, if the site next to it is empty.

o |00 |0

i=0 1 2 3 4 5 6 7 8 9

Figure 10: Sketch of a TASEP segment: a gas of hard spheres moving on a one-dimensional lattice.

When simulating the system’s behavior using a Monte Carlo algorithm, there are two choices. In
the simplest algorithm, a lattice site is sampled from the list of all sites at each step. Then, it
is checked if the site contains a particle, and finally, if the particle can move. As there may be
many empty lattice sites, this can lead to a large number of rejected steps. When applying the
second, more refined algorithm, the sampling is done only from the list of particles on the lattice.
This reduces the number of un-doable steps, because empty lattice sites are no longer sampled.
However, it is still possible that the sampled particle is unable to move, in which case the step is
also not accepted.

When using the Gillespie algorithm on the other hand, the sampling is done, not from the list of
particles or lattice sites, but from the list of currently possible moves. In this way, any change
made during a step is always possible and is therefore always accepted. This difference in sampling
strategy can lead to drastic improvements in terms of computational effort. Using the example
from Figure[10] the simple Monte Carlo algorithm would lead to sampling from a list of ten sites,
seven of which would be rejected. The more refined algorithm would lead to sampling from a list
of four particles, one of which would be rejected. Finally, in the Gillespie algorithm, the sampling
would be done from a list of five moves (the un-crossed arrows in Figure [10), all of which would
be accepted.

The second, and even more important difference, lies in the calculation of the "real” time. In
contrast to regular Monte Carlo algorithms, in which each step lasts one unit of time, when using
the Gillespie algorithm, at each step not only the change to the system, but also the time it takes,
is calculated. This value is determined randomly, but the interval from which it is sampled is
specified by using known parameters connected to the dynamics of the system. The consequence
is that, on average, the "real” time inside the simulation corresponds to the time passing in the
biological system [12]. This is a considerable advantage, as it improves the comparability between
the simulation and corresponding experimental data.

4.2.2 Example: lignocellulose degradation

An application of the Gillespie algorithm will be developed during the Master project to which
this pre-thesis leads. A detailed introduction to this project is provided in the next section.
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Part I1I
Modeling lignocellulose degradation

The forthcoming project of the Master thesis is introduced here. It focuses on a stochastic model
for the enzymatic degradation of lignocellulosic residues, more specifically for maize plants.

1 Scientific and industrial interest

Utilizing renewable ressources such as materials from our biosphere is an inviting alternative to
face the worldwide challenge of energy supply. However, production capabilities of bioenergies
are limited especially in light of growing global demand, and finding efficient ways of utilizing
materials provided by industries such as agriculture is crucial. Substances which are currently
considered waste, such as plant components not applicable for animal or human consumption,
are of particular interest. They often contain large amounts of chemical energy, for example
inside sugars bound in indigestible polymers. Hence, extracting these energy-carriers for use in
industries like biofuel production is tempting.

Some efficient extraction methods can be found in microorganisms, which are specialized towards
plant degradation [13]. In addition to the biological processes, diverse chemical treatments can
be performed for the extraction of valuable sugars. Yet both biological and chemical options are
so far costly, and the adaptation of these types of methods to large-scale industrial operation is
an area of active research. To complement these experimental approaches, in the Master thesis
a theoretical model based on numerical simulations will be developed, in order to mimic, in
silico, the process of breaking down plant cell wall components into single glucose molecules, the
so-called saccharification process.

2 Plant material structure

The extraction efficiency, more precisely the saccharification yield, for any type of plant material
depends on both the material composition and structure. The transformation process from raw
plant material to valuable sugars is made in several steps. The first main task is to break down
big aggregates into smaller ones.

2.1 Multicellular

Plants consist of connected cells. The multicellular structure strongly impacts the properties of
the material [14]. For example, in wood the cells are arranged in a honey-comb like fashion, while
in softer tissue like apples or potatoes they produce a liquid-filled foam-like shape. A wide range
of composites between these two arrangements exists. As a result, the mechanical properties of
plant material may span many orders of magnitude. Young’s modulus, for example, which is a
measure for the response of a material to external strain, can range from 0.3 MPa for parenchyma
tissue (stems, leaves, roots, etc.) to 30 GPa in the densest palms [14].

The separation of multicellular aggregates into smaller components can be done using mechanical
methods and does not necessarily require chemicals or enzymes. The next task is then to break
down the main structural component of the cells: the cell wall.
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2.2 Cell wall

The cell wall consists of multiple layers [14], each of which contain different amounts of three
main components: cellulose (C), hemicellulose (H) and lignin (L). A sketch of the structure can
be found in Figure

Middle lamella —

Primary cell wall—
Lignin

Secondary

Cellulose
cell wall

Hemicellulose

Plasma
membrane

Figure 11: Sketch of the molecular structure of a typical cell wall fragment. Modified from [15]

The microstructure, meaning the arrangement of C, H and L, varies strongly between different
cell types, leading to an even wider range of mechanical properties than from the multicellular
arrangement alone. These three building blocks constitute the materials of interest as they can
be further transformed into chemical valuables.

3 Cell wall composition

The mechanical properties of the cell wall originate from rigid cellulose fibres which are reinforced
by a matrix of hemicellulose and lignin [14].

3.1 Cellulose

Cellulose is the most abundant organic polymer found on earth. It is usually composed of between
7000 and 15000 glucose molecules, which are alternately rotated by 180° [14]. Since a monomer
denotes a structure which is exactly repeated many times in a polymer, as a result of the rotation
a cellulose monomer technically consists of two glucose molecules, which are 1 — 4 linked. The
monomer is called cellobiose (see Figure [12).

OH
o) OH
HO O
OH O
OH

Figure 12: Molecular representation of a cellulose monomer: cellobiose.

Due to its strong mechanical properties, cellulose represents a favorable structural backbone. For
further stabilization, multiple cellulose polymers are aligned to form wall-reinforcing microfibril
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bundles. Microfibril bundles contain two types of domains: amorphous and crystalline. The
amorphous regions show no pattern in the arrangement of the polymers, while the crystallized
sections are highly ordered. These different arrangements directly impact the degradability of the
material (for more on this see section IIT[4)).

Cellulose is a plant material of very high interest and is already widely used in the paper industry.

3.2 Hemicellulose

Hemicellulose consists of short and amorphous chains of various sugar molecules [I4]. It is there-
fore a polymer with multiple types of monomers, whose collective number per polymer lies between
500 and 3000. As a result of the heterogenity in monomers, hemicellulose is divided into four

basic types [16]:
e xylans
e mannans
e [-glucans

e xyloglucans

The mannans are further separated into galactomannans and glucomannans. Each of the four
basic types is characterized by different ratios of sugar monomers, as well as differences in their
three-dimensional structure. Figure [L3| provides a comparison.
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Figure 13: Strucural and compositional comparison between the main types of hemicellulose. The mannans have
been further divided into galactomannans and glucomannans. Modified from [I7].

Due to the diversity of hemicellulose structure and composition, it can have a wide range of
properties. Its branched structure results in a progenity for entanglement with other polymers,
making it a useful matrix polymer.

Hemicellulose is easier to degrade than cellulose, leading to higher saccharification yield. It is
hence highly sought after in terms of sugar extraction.
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3.3 Lignin

Lignin is the second most abundant biopolymer after cellulose [I8]. It is a manifold branched
polymer which is best known for being a strong contributor to the mechanical properties of wood.
Lignin structure is mainly composed of three monomers (monolignols), although a multitude of
other molecules have also been identified [I§]. The most common monolignols are three alcohol
molecules derived from phenylpropane, differing only in their degree of methoxylation (see Figure

1),

OH OH
Y ¥
=B = B
ol [+
1 1
6 2 8 2
5 3 5 3
OCHj, Haco™ OCH,
OH OH
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Figure 14: The three main monolignols contained in lignin polymers [19].

Depending on the population of the different monomers in the overall structure of the lignin
polymer, the resulting material has different mechanical and chemical properties.

In terms of saccharification, lignin is a hinderance, because it inhibits the enzymatic degradation
of cellulose and hemicellulose [20]. There are many other areas however, in which processed lignin
may prove valuable [21].

4 Degradation and enzymatic activity

The degradation of the cell wall components is the overall process that consists in breaking down
rigid polysaccharides like hemicellulose and cellulose, from which valuable chemicals (mainly
sugars) can be extracted.

4.1 Lignin treatment

As written before, in the saccharification process lignin is a burden that needs to be treated to be
removed. While some enzymes originating from fungi can degrade lignin [22], further research is
required, before these can be scaled-up to industrial level. Therefore, so far, chemical treatments
are the main method to suppress lignin.

4.2 Saccharification

Saccharification is the process of enzymatic hydrolysis of cellulose or hemicellulose into glucose
monomers. It is a crucial processing step, both in nature and in industry.

The process is carried out by three categories of enzymes, which work in conjunction: exoglu-
canases, endoglucanases and [-glucosidases [I3]. The exoglucanases hydrolyze monomer-bonds
close to either the reducing or nonreducing end of a cellulose or hemicellulose polymer [23]. This
leads to splitting off of either glucose or cellobiose. The endoglucanases in turn are able to hy-
drolyze bonds further along the polymer chain and can thereby split longer polymers into shorter
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ones. This also provides exoglucanases with more attachment points. [-glucosidases split off
single glucose molecules from very short chains containing only up to 7 monomers. They are
however inhibited by glucose, thereby limiting efficiency. As mentioned above, lignin is an unde-
sired component for saccharification purposes. This is attributed to its inhibitory action on the
enzymes [20], which are inactivated and then cannot contribute further to the saccharification
process.

Saccharification of cellulose also depends on its crystallinity, meaning the ratio between amor-
phous and crystallized regions in the microfibrils [24]. Lower yields were observed for higher
crystallinity. Since a substantial amount of crystalline cellulose is found in cell wall materials,
this needs to be considered. Hemicellulose in turn can be degraded more efficiently in this regard.

5 The model: stochastic simulations

The topic of the master thesis is the degradation of cell wall components, in particular from
Maize plants. Towards this, a numerical model will be developed and theoretical predictions will
be compared to experimental data.

In the model, the substrate consists of a cell wall complex composed of units of cellulose, hemi-
cellulose and lignin, whose initial distribution can be varied. The substrate complex is a three-
dimensional structure, surrounded by enzymes with variable concentrations.

Each simulation step consists in the random selection of an enzymatic reaction for which the dif-
fusion of enzymes is considered to be infinitely fast and only the change on the substrate structure
and composition is recorded (in three dimensions). Depending on the substrate (hemicellulose
or cellulose), the enzyme kinetics can vary. Lignin only has an inhibitory effect. The amount of
glucose released from the complex over time is tracked and can be compared to available exper-
imental data. Additionally, predictions about the structure and composition of different plant
materials, as well as favorable enzyme concentrations and ratios can be made.

Degradation of a subunit of the substrate complex not only depends on its nature or the enzyme
concentration, but also on whether the unit is actually found on the outer surface of the stru-
cure, or shielded by other, not yet degraded units. The model was therefore devised in terms of
stochastic simulations, because it is difficult to take the structural composition of the cell wall
into account when trying to use a deterministic approach. This would require a molecular dy-
namics type of model, where each enzyme would have to be tracked individually, leading to the
expensive simulation of many irrelevant steps in which nothing except for the movement of the
enzymes happens. Within the stochastic scheme, enzyme concentrations and resulting reaction
probabilities can be used instead, without changing the average behavior of the system. Impor-
tantly, the difficulties arising from the three-dimensional structure of the substrate complex can
also be adressed efficiently with the Gillespie algorithm. Using it has the further advantage of
providing an estimate for the time passing in the biological system.
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Part IV
Conclusion

Active improvement of established modeling techniques, as well as development of new ones is
crucial for the advancement of theoretical science. It is also important to encourage the exchange
of knowledge between different fields, as many forms of inspiration may arise from different view-
points.

This is evident in the fact that, even though some of the models presented during the course of
this pre-thesis originate from other scientific fields, they represent important tools for theoretical
Biology as well. Knowing them not only provides a broad spectrum of potential applications but
also enables designing new models, taylored to a system of interest. The applicability of these
models is versatile: if a new phenomenon is observed, for which there are many data but no mech-
anistic hypotheses, a data-driven model can help to highlight correlations which may lead to a
deeper understanding. In other cases, data on some parts of the dynamics may be missing. Then
one may still be able to build a meaningful model by reformulating the approach into a static
setting. When building dynamic models, both deterministic methods using ordinary differential
equations and stochastic algorithms have specific domains of relevance. Here it can also be of
interest to compare models which simulate the same system but are based on different approaches.

The model to be developed in the forthcoming Master thesis represents a promising situation for
using a stochastic algorithm. In addition, the three-dimensional nature of the simulated cell wall
structure can be simulated very efficiently with a Gillespie algorithm as compared to, for instance,
a Monte Carlo algorithm. The project should also provide deeper insights into opportunities
regarding utilization of plant material, which has both scientific and industrial implications.
Analyzing the saccharification yield for different microfibril configurations in silico and comparing
it to experimental data may provide insight into the in vivo structure of these aggregates. In
addition, the model will highlight the synergetic action of the three types of enzymes involved
in saccharification and may reveal enzyme ratios which are ideal for maximizing saccharification
yields. These, in turn, can be tested in future experiments, leading to a further test of the model’s
predictive power. Lastly, the model might provide further understanding of the role of lignin in
terms of inhibiting the saccharification process.
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